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EXERCICE 1.

Soit (Xn)nEN une suite de variables aléatoires indépendantes et de même loi uniforme
sur [0,1]. Pour tout n E N, on pose

Sn = ~t Yi avec Yi = éi Vi E N.
n i=l

1) Montrer qu'il existe une constante c telle que y'rï(Sn - c) convergence en loi. Préciser
la limite et la valeur de c.

2) Montrer qu'il existe une constante d telle que y'rï(én - d) convergence en loi. Préciser
la limite et la valeur de d.

3) Parmi les suites suivantes lesquelles convergent en loi:

a) y'rïSn(Sn - c)
b) Sn(Sn - c)
c) nSn(Sn - c)

Justifier votre réponse et préciser la limite lorsqu'elle existe.

EXERCICE 2.

Rappel: Pour tout n > 0, on a

I'(n) = r e-xxn-l dx = (n - I)!
JIF!.+

Soit (X, Y) un vecteur aléatoire dont la loi admet pour densité

f(x, y) = e:" ll[O,y] (x) 1l1F!.+ (y)

1) Vérifier que la fonction f définit bien la densité d'une loi de probabilité.
2) Calculer la densité de la loi de Y. En déduire lE(Y)
3) Quelle est la loi conditionnelle de X sachant Y?

4) Calculer l'espérance conditionnelle de X sachant }".
5) En déduire l'espérance de X.
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EXERCICE 3.

Soit (F,,)nEl"J une suite de fonctions définie par
enxF" (:1:) = _---

enx + 1
Vx E JR et Vn E N.

1) Montrer que, pour tout n E N, la fonction E; est une fonction de répartition.
2) Montrer que la loi de répartition J<: admet pour densité

fn(x) = ( )2'e= + 1

3) Pour tout réel x, calculer la limite de Fn(x) quand n tend vers +00.
4) Soit (Xn)nEN une suite de variables aléatoires. On suppose que pour tout n E N, la loi

de Xn admet pour fonction de répartition Fn·
La suite (X n)nEN converge t-elle en loi quand ri --+ oo? Si oui préciser la limite.

Soit U une variable aléatoire. La loi de U est la loi uniforme sur [0,1]. Pour tout entier
n, on pose

Zn = ~ ln (_!!__)
ti I-U

5) Pour tout ïi E N, calculer la densité de la loi de Zn' En déduire que les variables
aléatoires Zn et Xn ont la même loi.

6) Montrer que (Zn)nEfi converge presque surement vers zéro.

Soit (Un)nEN une suite de variables aléatoires indépendantes et de même loi uniforme
sur [0,1]. Pour tout n E N, on pose

W = ~ln ( Un )
n ti 1-U;

7) Justifier que les variables aléatoires (Wn)nEN sont indépendantes et pour tout ti E N,
Wn et Xn ont même loi.

8) Calculer pour tout E > 0 et tout n EN, la probabilité Pn = P(IWnl > E).

9) La série 2.:~>nest-elle convergente ?
nEN

10) La suite (Wn)nEN converge-t-elle presque surement? si oui préciser la limite.

Pour tout n E N, on pose Yn = enWn.
11) Montrer que la suite (Yn)nEN est une suite de variables aléatoires indépendantes et de

même loi. Préciser la densité de la loi commune.
n

12) La suite 8" = ~L Yi converge-t-elle presque sûrement? si oui préciser la limite.
i=l
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Exercice 1
Soit (X,I/ . Il) un espace normé et soit (Xn)n:2:1 une suite de Cauchy dans (X, " . Il).
On suppose que (Xn)n21 admet une sous suite convergente, montrer que toute la suite converge.

Exercice 2
Soit B un espace de Banach et X, Y deux ouverts de B qui sont denses dans B. Montrer que X nY
est encore ouvert et dense de B.

Exercice 3 On considère l'application linéaire de T: £2 --+ £2 définie par

Xn
avec Yn =-.

ti

1. Montrer que T est continue.

2. Soit x(n) la suite de £2 dont les ti premiers éléments valent 1 puis tous les autres 0 :

x~n) = 1 pour 1 ~ k ~ ti, x~n) = 0 pour n < k.

Montrer que Tx(n) converge dans £2 vers un éléments de £2 qui n'est pas dans l'image de T.

3. Qu'en déduit-on sur l'image de T?

Exercice 4
Soit B un espace de Banach muni de la norme II . II.

1. Soit Y un sous espace vectoriel fermé de B tel que Y f B et soit x E B \ Y.
(a) Montrer que d = inf{lIx - yll, y E Y} > O.
(b) Montrer qu'il existe z E Y tel que IIx - zll < 2d.

(c) Soit x = 1I~=~I' Montrer que IIx - yll > 1/2 pour tout y E Y.
2. On suppose dorénavant que B est de dimension infini et on pose

B = {x E B I IIxll ~ 1}.

(a) Utiliser la question précédente pour construire itérativement une suite (Xn)n:2:1 d'éléments
de B vérifiant

(b) En déduire que B n'est pas compact.

3. On choisit B = £=(0,1) muni de la norme infini. Donner un exemple d'une suite (Xn)n21
qui satisfasse (*).
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Pour tout la suite, on considère 0 un ensemble mesurable de IR.d et l'espace de Hilbert
complexe £2(0) des (classes de) fonction(s) de carré intégrables (définies presque partout),
et muni du produit scalaire usuel noté (., .).

Exercice 1 - On considère et une fonction mesurable K E £2(0 X D). On définit alors
l'opérateur

TK: £2(0) ---7 £2(0)
U 1-------7 TKU avec TKU(X) = In K(x, y)u(y)dy

On suppose qu'il exists une constante M ~ 0 telle que

sup J IK(x, y)ldy ::; M et
xElR.d

sup J IK(x,y)ldx::; M
yElR.d

Montrer que pour tout U E £2, on a IITKuli ::; M lIuli.

Exercice 2 - Calculer l'intégrale Jooo 1!~4à l'aide de la formule des résidus.

Exercice 3 - Pour la suite on considère une fonction q : [0,R[ ---7 IR. continue et telle
que q(t) 2: 1 pour tout t E [0,00[. On rappelle que l'espace de Hilbert Hk ~f H1([0, R], C)
est constitué des fonctions f E CO([a,R],C) pour lesquelles il existe une fonction f' E
£2([0, R], C) telle que f(x) = f(O) +J; J'(t)dt. On note pour t, g E Hk,

BRU, g) = foR (!'(t)g'(t) + q(t)f(t)g(t)) dt

1) Vérifier que B est un produit scalaire sur Hk. On admet que la norme qu'il définit
est équivalente à la norme usuelle sur H1([0, R], C).

2) a) Démontrer qu'il existe une constante CR telle que pour tout v E H1([0,R],C),
on a

sup Iv(x)l::; CRVQR(V).
xE[O,R]

b) En déduire que WR ~f {v E Hk, v( R) = a} est un sous espace vectoriel fermé de
Hk·
3) a) Montrer qu'il existe un unique fR E WR tel que



(on pourra utiliser le théorème de Riesz).
b) Montrer que fR(O) > O. On pose alors 'l/JR= fRI fR(O).
c) Montrer que pour tout 1J E WR tel que v(O) = 1, on a QR(V) 2: QR('l/JR).

4) Pour la suite on introduit les fonctions cp, X : [0,oa[---+ lR solutions de l'équation
différentielle _yI! + qy = 0, et qui vérifient

cp(O) = 0, cp'(O) = 1 respectivement X(O) = 1, X'(O) = O.

a) Montrer que cp'(x)¢(x) = fr~((cp'(t))2 + q(t)(cp(t))2) dt.
b) En déduire que cpest strictement croissante.
c) Montrer que xl cpest décroissante sur lR+.

5) Pour R > 0 on pose À.R = x(R)lcp(R) et ÇR= X - À.Rcp·
a) Montrer que pour tout t > 0 on a ÇR> O.
b) Montrer que ÇRdécroît sur [O,R] et en déduire que ÇR(t):::; 1 sur [O,R].

6) a) Démontrer que pour tout v E WR tel que v(O) = 1, QR(V) 2: QR(ÇR). (On
pourra écrire v = v - ÇR+ÇRet calculer BR(V - ÇR,ÇR)).

b) En déduire que ÇR= 'l/JR.
c) Démontrer que QR(ÇR) = À.R.
d) Montrer que pour tout t fixé, la fonction R ---+ 'l/JR(t) est croissante majorée par l.

7) On pose pour la suite pour tout t « [0,oc], 'l/J(t) = limR-too 'l/JR(t).
a) Montrer que pour tout t 2: 0, 0 < 'l/J(t) :::; 1, que 'l/Jest décroissante et que 'l/Jsatisfait

l'équation différentielle _yI! + qy = O.
b) Montrer que pour tout R 2: 1,



Département de Mathématiques
Université de Nantes

Master de mathématiques
Analyse numérique

Examen de 2nde session 2013
Durée : 3h - Sans document

Exercice 1 : Polynômes de Tchebycheff II

1. On note Un le polynôme de Tchebycheff de seconde espèce de degré n défini sur [-1, 1]
et tel que Un(l) = 1. La famille (Un)n est orthogonale dans L~( -1,1) pour le poids
w(x) = VI - x2. Calculer Ua, Ul et U2.

2. Montrer que Un peut s'obtenir par la formule:

Un(x) = sin((~ + l)acos(x)) .
sm(acos(x))

3. Montrer que pour tout X et n > 1 :

En déduire l'expression de U3.

4. Soit f(x) = VI - x2. Donner l'expression du polynôme de degré 2 de meilleure approxi­
mation de f au sens L~.

Exercice 2 : Schémas pour l'équation de transport
On cherche à approcher approcher numériquement les solutions de l'équation de transport:

OtU+ aoxu = 0,
u(O, x) = ua(x),

où a E jR+ et ua est une fonction donnée.

1. Vérifier que u(t, x) = ua(x - at) est solution du problème.
2. On considère les 3 schémas numériques suivants:

U~+l = u~ - c(u~ - u~ )t t t t-l ,

n+l _ n C( n n)u· - u· - - u'+l - u· 1t t 2 t t-'

2
n+l _ n C( n n) + C (n 2 n + n )Ui - Ui - '2 Ui+l - Ui-l "2 Ui+l - Ui Ui-1'

où l'on a posé C = at:.
Etudier la consistance et la stabilité au sens L2 de ces 3 schémas.

3. Que peut-on conclure?
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Exercice 3 : Un problème de réaction-diffusion
On s'intéresse au problème suivant:

atV +m(t, x).V - o-8xxV = 0, (t, x) E IR+ X [0,1],
V(t, 0) = a, t > 0,
V(t, 1) = b, i > 0,
V(O,x) = Vo(x),x E [0,1].

(1)
(2)
(3)
(4)

a, bet (J sont des constantes positives, Vo est une fonction de classe COO([O, 1]).
On considère par ailleurs que m(t, x) est une fonction continue de V telle que a ::;m(t, x) ::;1.
Pour approcher ce problème, on utilise une méthode des différences finies en posant i" = nl:!..t,
Xi = iïs», On notera v:n l'approximation de V(tn, Xi) obtenue et mi = mit", Xi).

1. Quelle est la nature de l'équation (I)?
2. Dans un premier temps, on décide d'utiliser le schéma numérique suivant:

(a) Dessiner le stencil de ce schéma puis montrer qu'il est consistant et préciser son
ordre.

(b) Monter que ce schéma est stable au sens de la norme Loo sous la condition CFL :

1l:!..t<------­
- mini(mi) + 2(J/ l:!..x2 (5)

Que peut-on déduire des deux résultats précédents?
3. On s'intéresse maintenant au schéma numérique suivant:

4. Dessiner le stencil de ce schéma puis montrer qu'il est consistant et préciser son ordre.
5. Montrer que pour calculer v+', on doit résoudre un système linéaire que l'on précisera.
6. Vérifier que la matrice de ce système linéaire est à diagonale fortement dominante et

conclure quant à la stabilité du schéma numérique.
7. Quel peuvent être les avantages et les inconvénients de ce schéma par rapport au précédent?
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Exercice I

Soit Pl, ... ,Pn une famille de vecteurs différents de l'espace JR.3 muni de la norme euclidienne
II· II et §2 := {x E JR.3: IIxll = I} la sphère unité. Notons

n

f(x) := 2:: Ilx - Pill2
i=l

la somme des carrés des distances entre x E JR.3 et Pi.
1. Calculer la différentielle Df (x), x E JR.3.
2. Trouver les points x E §2 qui minimisent f(x).

Exercice II

Soit '"'(:1-+ JR.3 une courbe gauche bi-régulière définie sur un intervalle 1c JR. telle que

'"'((0)= (1,0,0), '"'('(0)= ~(1, 1, 1) et '"'("(0) = (0,0,1).

1. Montrer que si la torsion de '"'(est nulle, alors '"'((1)est contenu dans un plan. Déterminer
une équation de ce plan.

2. Montrer que, réciproquement, si '"'((1)est contenu dans un plan, alors la torsion de 'Y est
nulle.

Exercice III

On considère une surface Coo de révolution S C JR.3 paramétrée par

X(e, t) = (r(t) cos(e), r(t) sin(e), z(t)),
où (t, e) E 1 x [0,21f], 1 c JR. est un intervalle, et t -+ (r(t), z(t)) est une courbe plane Coo
paramétrée par longueur d' arc.

1. Déterminer pour quelles valeurs de e la courbe t -+ X(e, t) est une géodésique de S.
2. Déterminer pour quelles valeurs de t la courbe () -+ X(e, t) est une géodésique de S.

Exercice III

1. On considère l'ensemble

S := { (x, y, z) E JR.3: (yix2 + y2 - 2r+ Z2 - 1 = 0 } .

(a) Montrer que S est une surface Coo de JR.3.
(b) Trouver une fonction 21f-périodique r E COO(JR., JR.) telle que

S = {(r(<p) cos(()),r(<p) sin(()),sin(<p)) : <p,e E JR.}.

(c) A l'aide de (b) donner une paramétrisation P : U -+ V de S où U C JR.2 est un
ouvert et V C S est un voisinage de M = (1,0,0) E S. Justifier la réponse.

T.S. v.P.
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2 (d) Expliciter les coefficients

lap oP) lap ap) lap ap)
E(e, <p)= \ ae <eo ]R3' F(e, <p)= \ te: a<p ]R3' ct«, <p)= \ o<p' a<p ]R3

de la première forme fondamentale de S dans cette paramétrisation.
(e) Calculer l'aire de S. Justifier la réponse.


